Application of Network Time Protocol 
for LAN/WAN Performance Evaluation

Norikuni Kofuji, Tokio Kikuchi

Department of Information Science – Kochi University
Abstract

The use of special devices is needed to monitor network traffic. Usually, the access to these devices is restricted by many means, as security for example. This work is based on NTP (Network Time Protocol) to evaluate network traffic without access to routers, switches or any other device with network traffic information. Using a costless and easy-to-install JJY receiver plus a few scripts and the rrdtool, it is possible to measure any network traffic flow, including the direction of congestion without access to routers, switches or any specialized device. Furthermore, it also makes it possible to measure the traffic between  locations even outside the local network, which by usual ways is quite difficult or even impossible. However, care should be taken in order to avoid misinterpretation of data. A good understanding of the network topology is essential to correctly comprehend the generated reports.
Introduction

Nowadays, a server can be easily built using a personal computer and some of the several available freeware unix flavors, mostly based on BSD or Linux, like FreeBSD, OpenBSD and Redhat linux, just to name a few. As a consequence, a variety of servers such as personal home servers, soho servers and department servers have been built all around the places. Those servers are used for many purposes as webservers, mail servers and database servers, for example. The people behind the servers, that became system administrators, often want to know the network performance of the LAN, WAN and their link to the Internet. This information usually requires access to special devices like LAN analyzers, routers or switches. However, routers and switches are generally restricted as a security rule and LAN analyzers are very expensive devices. Furthermore, none of them can give much information about the network traffic outside local network. This work brings a costless and easy method to measure the performance of LAN and WAN using NTP (Network Time Protocol).
NTP (Network Time Protocol)

The Network Time Protocol (NTP) is used to synchronize the time of a computer client or server to another server or reference time source, such as a radio or a satellite receiver or a modem. It provides accuracies typically within a millisecond on LANs and up to a few tens of milliseconds on WANs relative to Coordinated Universal Time (UTC) via a Global Positioning System (GPS) receiver, for example. Typical NTP configurations utilize multiple redundant servers and diverse network paths in order to achieve high accuracy and reliability.

The synchronization protocol determines the time offset of the server clock relative to the client clock. The various synchronization protocols in use today provide different means to do this, but they all follow the same general model. On request, the server sends a message including its current clock value or timestamp and the client records its own timestamp upon arrival of the message. For the best accuracy, the client needs to measure the server-client propagation delay to determine its clock offset relative to the server. Since it is not possible to determine the one-way delays, unless the actual clock offset is known, the protocol measures the total roundtrip delay and assumes the propagation times are statistically equal in each direction. In general, this is a useful approximation; however, in the Internet of today, network paths and the associated delays can differ significantly due to the individual service providers. (Mills, David L.)

NTP Protocol Explanation

Figure 1 explains the base of NTP mechanism. The values attributed to the time used are very rough for better comprehension. NTP client sends a packet with its own timestamp. NTP server responds with its timestamp. Then, NTP client takes the timestamp of the Server and calculates the offset as being half of the delay. 11:57 minus 11:55 equal 2 minutes. Half the delay is the offset, therefore, time should be 12:00 plus 1 minute.
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The Network Evaluation Method

Usually, a NTP client is configured to synchronize time with more than one time source. 
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Figure2. Explanation of Network Performance Evaluation Method

The various algorithms included in the NTP software try to check what source is accurate. Figure 2 shows a NTP client with correct time receiving a timestamp with non symmetrical delay.
The offset to the time source is positive or negative depending on the network traffic flow. If it takes longer time to reach the source, the offset is positive. If it takes longer time to receive the packet the offset is negative.

Figure 3 shows a local area network with two machines carrying precise time. One uses a JJY receiver and the other uses a GPS receiver as time source. If both are synchronized with each other, it is possible to measure the network traffic flow and the direction of congestion between them.
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Figure3. Network Performance Evaluation Example

The Time Source

The first step to build the network performance evaluation environment is to acquire a high precision time source. Usually, a GPS is used as the time source to build a Stratum 1 NTP server, which is a NTP server connected directly to a precise time source. But, a GPS has two drawbacks: the high price and the antenna. 
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Figure4. GPS Antenna

Actually, the high price is not a main concern to a business, but the antenna can certainly be. GPS antennas need to be, preferably, on the roof of the building for better satellite signal reception and the cable used is thick. It could be very annoying to set such device in an office in the first floor of a 10 floors building, for example.
In Japan, CRL (Communications Research Laboratory) transmits JJY signal using radio waves. The JJY signal carries the Japanese standard time (JST) with accuracy around ± 1x10-12. This signal is transmitted in two different bands: 40 kHz for East Japan and 60 kHz for West Japan. These low frequency radio waves are easily caught by a device like an ordinary AM radio. 


A JJY receiver was selected as the time source for the experiment because its low cost and great manageability.

The JJY Receiver
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Figure5. C-Dex JST2000 and Antenna and Tristate Kit

There are two JJY time receivers available: C-Dex JST2000 and Tristate K-00119 (sold as kit). 
JST2000 was chosen to the experiment because its JJY signal reception was better than Tristate. However, both JJY receivers sold in Japan have a precision of 100 milliseconds that is not acceptable as a precise time source whose precision is of microseconds. This happens because they were built to synchronize personal computers running any version of Microsoft Windows. Usually, these computers have their clocks adjusted by hand. Therefore, a precision of 100 milliseconds is more than enough. In order to use a JJY receiver as an accurate time source, it was modified to extract a Pulse per Second (PPS) signal from it.

The Test Machine

Before making any changes to the JJY receiver its precision was measured and compared with GPS. The experimental server was built with (Figure 6):
· Notebook type computer (Pentium 133Mhz and 96Mbytes memory)

· FreeBSD version 4.5

· NTP version 4.1.72
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Figure6. The Experimental Server

GPS based time server precision

The time offset between the NTP server’s system clock and the GPS was also evaluated. The numbers were captured using a shell script activated through crontab every 5 minutes and then, plotted in excel.
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Figure7. GPS time offset relative to server system clock

In figure 7, it is possible to see the precision of the NTP server’s system clock connected to the GPS. The time offset fluctuation observed was around 60 microseconds. 

A GPS driven NTP server is able to synchronize with a precision of nanoseconds. However, the server used in this experiment is a very old SUN workstation running NetBSD that have no kernel support to the new nanosecond model.
JJY time receiver precision

In order to minimize the network influence on the evaluation of JJY receiver precision, the experimental server was set in the same hub of the NTP server driven by GPS. 

The server was left synchronizing with the JJY receiver for 9 days. The time offset between machines was measured. The time offset between the system clock of the computer synchronized with the JJY time receiver and the system clock of the GPS driven server is plotted in the following graph (Figure 8).
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Figure8. JJY driven computer system clock against GPS driven server

The method is the same as before, a simple shell script collected the data every 5 minutes during a period of 9 days. As it can be seen in figure 8, there is a fixed offset of around 120 milliseconds between JJY time and the known good GPS time. This offset can be considered as the delay of the electronics, including serial signal conversion in the device and inside the computer. Time source devices made to work with NTP have this offset measured by the device manufacturer. However, as JJY receivers were not built for NTP usage, this offset had to be measured.

Another interesting point observed in Figure 8 is those spikes of 100 milliseconds. This happens because JST2000 supply the time with 100 milliseconds precision. The response for a time inquiry is like this:

<STX>JYYMMDD HHMMSSS<ETX>


The seconds have one more digit that represents 100 milliseconds. Those spikes can be ignored because the NTP software handles it.

The fixed time offset was calculated as an average of the data taken, ignoring the spikes. The calculated offset was -122.12 milliseconds.
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Figure9. Slice of the figure 10 graph without the bad time spikes

Figure 9 confirms that it is not possible to use JJY receiver as a precise time source. An offset variation of 8 milliseconds is not acceptable as it is possible to achieve better precision via network synchronization.

Adapting JJY receiver to work as a precise time source

The JJY receptor shows the time including seconds in a LCD display. Therefore, at least there is a one second interval pulse (PPS) inside the device.

A PPS signal was extracted from the JJY receiver’s circuit.
The following picture (figure 10) shows the points to solder a TTL level PPS signal out in circle. This signal can be directly connected to the parallel port pin 10 (Ack). The upper circle is ground and the lower circle is the pin in the PAL chip that outputs a pulse once a second.
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Figure10. Downside of the JJY receiver internal board

The RS232C converter chip used in this device have two pairs of RS232C inputs/outputs and two pairs of TTL level inputs/outputs. Only one pair of each type of inputs/outputs is used in this circuit. Actually, the white circle shows the path of a PAL chip pin that is connected to one of the TTL inputs in the RS232C converter chip. This path was cut to make a serial PPS signal out using the same cable that carries the communication between the computer and the JJY receiver. But, the PPS signal used through serial port gave unexpected results and the parallel port PPS was chosen.
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Figure11. Parallel port connector

Figure 11 shows the parallel port connector and the Acknowledge pin in large circle and the Ground pin in small circle.

This step concludes the physical modifications to the device.

Testing the adapted JJY receiver

The FreeBSD version 4.5 kernel source was recompiled with the options to accept the PPS signal through the parallel port. The configuration file used to compile the kernel was modified to include the following lines:

  device  pps

  options PPS_SYNC

Configuration file of the NTP version 4.1.72 with JJY receiver as time source and PPS system clock calibration:

server

127.127.40.0 mode 2 prefer

fudge

127.127.40.0 time1 0.12212

server

127.127.22.0

driftfile
/usr/local/etc/ntp.drift
All time sources are configured as IP addresses. Fake IP addresses beginning with 127.127.XXX.YYY are used to choose various drivers for time precision sources. The XXX is the driver number, and the YYY usually stands for the port number.

The number 40 corresponds to the JJY driver and it works with both models of JJY time receivers. In order to choose the model the mode option is used. Mode 1 is for Tristate time receiver and mode 2 for C-Dex time receiver. Fudge option is applied to the JJY driver to correct the previously determined offset. The second time source specified is the PPS signal driver.
FreeBSD version 4.5 don’t create the PPS device driver under “/dev”, so to use it the “sh MAKEDEV.sh pps0” command must be issued as user root to create a parallel port PPS driver. In case of serial PPS signal driver, a link to the correct serial port must be created. For example:

ln –s /dev/ttyS0 /dev/pps0

The following graph shows the JJY driven system clock offset relative to the GPS time source. It was measured during 9 days, with data taken at 5 minutes interval.
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Figure12. PPS driven system clock offset relative to GPS time source

Although an offset variation of around 10 milliseconds is considered too high, this offset variation in time is more or less stable. To accomplish this, a NTP Stratum 1 server comparison test was made.

Comparing Time Sources: JJY x GPS

A NTP client machine was set to synchronize its time with both NTP servers, the JJY driven and the GPS based. (Figure 13)
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Figure13. Stratum 1 NTP server comparison
This test was performed for one week and the data was collected at a 64 seconds interval. The following graph (Figure 14) shows the offset variation of the client machine system clock against JJY and GPS times.
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Figure14. Comparison test between GPS and JJY

As it can be observed there are differences between the GPS based time server and the JJY based time server, but the variations follow the same pattern. Therefore, the JJY time receiver can be used as a time source, at least for WAN measurements. However, in a local area environment, NTP synchronizes time with a precision around 1 millisecond, thus JJY receiver cannot be used. The low precision of JJY receiver is due to the low cost and low quality of its components.

The Network Environment

Figure 15 shows the network evaluated. In lower left, the laboratory where the experiment was made and also where the JJY synchronized machine is located. In upper left, it is shown the department of science of Kochi University. In the second floor of this building sits the laboratory, all Information Science servers are located in other room. 
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Figure15. Network Map

The GPS driven NTP server is located at the fifth floor and the GPS antenna at the root of the building. This building is connected to the Computer Center of the university through fiber optical line. At the Computer Center is the link to the internet, connected to the Japanese university backbone. The servers Hiroshima, Fukuoka, Tokyo and MFeed are shown more or less according to the real physical distance. 

A good comprehension of the network path to be evaluated is crucial to understand what was evaluated.

Testing the Accuracy Of The Evaluation Method

In order to test the accuracy of the method, the results from NTP were compared with the department proxy server usage graph. The proxy server data works more or less as a network usage parameter (Figures 16 and 17).
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Figure16. Proxy server’s kbytes per second graph

[image: image20.png]Object_Counters (veekly)

count fsec

I

W client_http_req @ client_http_hit W client_http_err W server_all_req
B server_aTl_err





Figure17. Proxy server’s objects per second graph


In figure 18, the time offset between the department server machine (FMS) and their time sources are shown. 
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Figure18. FMS ntp’s time offset between time sources
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Figure19. FMS ntp’s delay against time sources


Figure 19 shows the response time to the NTP sources configured.


Comparing figures 17 and 18, the correspondence between network usage and NTP time offset is very clear. (Figure 20)
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Figure20. Measuring the network evaluation method

The Test Network Environment Evaluation

The graphs bellow show the time offset between the experimental time server (mebius) against each one of the servers in the network map.
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Figure21. Time offset between mebius and notos

Figure 21 shows the Information Science building network traffic. 
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Figure22. Time offset between mebius and fms

Figure 22 also shows the Information Science building network traffic, but this time between mebius and FMS (Information Science main server). Comparing with figure 21, noise could be seen and this happens because access to FMS server is much more loaded. Actually, this data cannot be used because the time source used has a precision of 8 milliseconds, when the time synchronized through network usually have a 1 millisecond precision.
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Figure23. Time offset between mebius and Hiroshima

Figure 23 shows the network traffic between Hiroshima University NTP server and Mebius. It can be interpreted as the Kochi University internet link traffic. This data was captured at the same time as the capture 8 tests, and can be compared with figure 20.
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Figure24. Time offset between mebius and fukuoka

Figure 24 shows the network traffic between Fukuoka University NTP server and Mebius. It is similar to figure 23 because access to any server in the internet is affected by the state of the University’s link to internet.
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Figure25. Time offset between mebius and Tokyo

Figure 25 shows the network traffic between Tokyo University NTP server and Mebius. Once again, it is similar to figures 23 and 24.
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Figure26. Time offset between mebius and mfeed

Figure 26 shows the network traffic between NTT’s experimental public NTP server (MFEED) and Mebius. Again, it is similar to the previous graphs.

If network congestion occurs between Tokyo University and MFEED, for example, it could be seen comparing the tests made to produce figures 24 and 25. Unfortunately, at the time of the tests no network congestion was big enough to be clearly seen in the tests made.

Final Conclusion

In this study it was demonstrated that a consumer JJY time receiver can be used as a time source for WAN network evaluation purpose, adapting it with a PPS signal. However, the accuracy of the unit, even using PPS signal adaptation, is not enough to measure a local area network. Furthermore, the use of NTP is effective as a network performance evaluation tool. It has a good advantage upon the most used tools, like ping and traceroute, as it is able to show not only the network congestion, but also its direction.
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Stratum 1 NTP server comparison test
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NTPとPROXYのデータをくらべると　PROXYがよくつくわれてるとき　は　NTPサーバーとの　オフセットが　マイナスに　なります。　PROXYがつかわれてるっていう　ことは　ブラウザーで　データを　DOWNLOAD　おこなってるかたが　おい　とかんがいられます。

これで、NTPデータで　ネットワークじょうきょうが　みられうこと　が　わかります。
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